Multi-scale Machine Learning Prediction of the Spread of Arabic Online Fake News
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Abstract: There are a lot of research studies that look at "fake news" from an Arabic online source, but they don't look at what makes those fake news spread. The threat grows, and at some point, it gets out of hand. That's why this paper is trying to figure out how to predict the features that make Arabic online fake news spread. It's using Naive Bayes, Logistic Regression, and Random forest of Machine Learning to do this. Online news stories that were made up were used. They are found by using Term Frequency-Inverse Document Frequency (TF-IDF). The best partition for testing and validating the prediction was chosen at random and used in the analysis. So, all three machine learning classifications for predicting fake news in Arabic online were done. The results of the experiment show that Random Forest Classifier outperformed the other two algorithms. It had the best TF-IDF with an accuracy of 86 percent. Naive Bayes had an accuracy rate of 84%, and Logistic Regression had an accuracy rate of 85%, so they all did well. As such, the model shows that the features in TF-IDF are the most essential point about the content of an online Arabic fake news.
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1. Introduction

Given the ease with which information can be shared on social media platforms, as well as the fact that they allow users to express their opinions, they have grown in popularity as a source of information (Kaakinen et al., 2020). That is, anybody and everyone can express their thoughts on a subject matter that is relevant to the issues at hand. People can receive valuable solutions to their problems in some essential circumstances, but sadly, it can also be abused in other cases. That is, people have the ability to propagate fake news on social media, which is information that has been purposely misrepresented. The spread of fake news can have a severe impact on individuals and the entire population, and it is a major problem (Islam et al., 2020). Online fake news is typically spread through social media, with the result that both the general population and the government bear a significant amount of the consequences. The issue of fake news becomes increasingly important. Fake news can take advantage of multimedia material in order to deceive readers and gain publication (Creech, 2020). This can have harmful ramifications or even be used to control public gatherings. One of the most difficult components of the job is spotting bogus news regarding current events, which can be tough to do.

The majority of the information that tends to be fake news is derived from stories that are purposely manufactured and disseminated with the intent of misleading and harming Internet users. It is common practise for social media and news websites to use clickbait, which entices users to click links with eye-catching headlines or designs in order to raise ad revenue, increase readership, or profit (Aldwairi & Alwahedi, 2018). As a result, some misinformation or rumours are generated and spread via the internet, leading to other internet users believing and propagating these falsehoods themselves. When people are given incorrect information, it can lead to erroneous beliefs and actions. Detecting fake news where it first appears for bad reasons, whether political, economic, or social ones, requires a lot of attention. Machine learning and other techniques have been used extensively to identify fake news. In the context of "fake news," any information generated with the goal of contradicting the truth was deemed to be false and thus labelled phoney (Saadany et al., 2020). Fake news on the internet has two primary characteristics: first, it is not true; and second, it is not credible.Fake news in traditional media refers to publications such as newspapers, radio, and television, among other things. When attempting to determine the legitimacy of something, it is important to be cautious.
Despite the fact that they receive the news from a variety of sources, readers tend to believe what they perceive to be true (Creech, 2020).

There are many ways to tell if something isn't real in today's technologically advanced world, but fake news is still going strong because there are so many ways to tell (Fernandez, 2017). The English language has long used ways to tell if something on the Internet isn't real, but the Arabic language community has lagged far behind. That is why this study proposed to modelled the features for that facilitates the spreading of Arabic fake news. Prior to building a model that can solve the problem of spreading fake news, it is crucial to comprehend the problem associated with it. Specifically, it's important to understand how Internet users are misled and harmed by Arabic fake news items. Typically, this involves spreading of false information on social media platforms such as Facebook, Twitter, and Instagram. It is easy to distribute Arabic fake news on social media by creating an account only for the aim of sharing incorrect information and keeping it active. In part, this is owing to the ease with which malevolent accounts, such as those used to disseminate spam and harass others on social media, may be set up and maintained on the platform (Nyow & Chua, 2019). This is the most crucial motivation for this study.

2. Related Work

The study of fake news and fact-checking has taken years of dedication and work on the part of researchers, crucial to this, is in a study published by Diehl & Lee (2022) has shown that panel survey data from the United States provides strong evidence that the NFMP is related with erroneous ratings of both apolitical and pro-conservative fake news items. Aphiwongsophon and Chongstitvatana (2018) proposed the use of machine learning approaches to detect fake news, which was supported by other researchers. Using the dataset of 948,373 tweets acquired from Twitter, and through the study of the features on Twitter's news, they were able to extract 22 features from Twitter. Following the removal of duplicate data, there were 327,784 tweets that were categorised using machine learning methods. The data set was subjected to the use of the Nave Bayes, Neural Network, and support vector machine algorithms. The results demonstrate that the Nave Bayes algorithm has an accuracy of 96.08 percent. While the accuracy of the Neural Network and Support Vector Machine was 99.90 percent, the accuracy of the Support Vector Machine was 99.90 percent. Similarly, this help in identifying bogus news stories in the English language (Aphiwongsophon & Chongstitvatana 2018). The system accepts the user's input and categorises it as true or false based on the answers. This is
accomplished by the creation of a database that contains the most well-known websites that deliver accurate news, into which the user can enter keywords to verify the news or a URL to validate the validity of the website. On three distinct classifiers (Naive Bayes, Logistic Regression, and Random Forest), the system was used to make predictions. The most accurate model was obtained by logistic regression, which had a 65 percent accuracy. Python and its Scikit libraries were utilised in the development of this system. Due to the fact that it is the most reliable source for machine learning methods. The model was made available online through the usage of Django. Following that, "(Sharma et al., 2020)" employ the parameter improvement network search to improve the logistic regression performance, resulting in an accuracy of up to 75%.

According to Jo et al. (2021), an estimation of the cost of battling fake news during catastrophic conditions is connected with those who have psychological harm and a strong reliance on news, and who are willing to pay an average of "9 USD" per individual. Girgis et al. (2018) proposed the use of Deep Learning Algorithms for the detection of fake news. A Recurrent Neural Network (RNN) model (both Vanilla and Gated Recurrent Unit) as well as the Long Short-Term Memory (LSTM) technique were employed in the study. Similarly, on all of the datasets studied, Sastrawan et al. (2021) developed a false news detection strategy based on deep learning CNN-RNN methodologies, and discovered that the Bidirectional LSTM architecture beat CNN and ResNet. In their assessment of numerous connected issues from a variety of sources, Sastrawan et al. (2021) discovered that there are two ways of news disclosure that have traditionally been used: content analysis (i.e., news content analysis) and social media context models (which have been more popular recently). Following the findings of this study, the researcher proposed that the ML approach be used to detect false news by integrating the characteristics of two methods: the news content and the social environment, respectively. Some Facebook likes and posts in the public English language were included in the dataset. This approach exceeded the others in terms of accuracy, which was already high at 4.8 percent when it was introduced.

Della Vedova et al. (2018) proposed a method that has been implemented in a chatbot Facebook Messenger and validated with a realistic application that has an accuracy of 81.7 percent in detecting fake news. Similarly, A temporal evolving graph neural network for false news detection has been suggested by Song et al. (2021a; 2021b), and it has been demonstrated that the proposed model outperforms existing fake news detection approaches. A study by Saadany et al. (2020) was published in
which the authors recommended utilising machine learning models to classify the linguistic aspects of Arabic Satirical Fake News in order to determine whether or not the Arabic news is true. It is demonstrated by the results that Convolutional Neural Networks (CNNs) with word embedding may achieve high accuracy of up to 98.6 percent in classification tasks. In a study conducted by Escolà-Gascón et al. (2021), it was discovered that critical thinking predicts reductions in stress levels among Spanish physicians and increases fake news identification. According to Lin et al. (2019), a system was provided that extracts 134 features from news articles using machine learning models and deep learning models that simply rely on textual input. Afterwards, they must compare their models to the baseline model in order to determine which one performs better in the fake news detection task. They gathered the Fake Newsnet dataset, which covers political news, social background, and celebrity news, among other things. The dataset contains 5,222 fraudulent news pieces, accounting for 23.8 percent of the total, and 16,729 legitimate news articles, accounting for 76.2 percent of the total.

Bodaghi and Oliveira (2021) investigated the pattern of distributing fake news on Twitter, and their findings revealed that fake news retweeters have the highest rate of modularity and intra to inter-linking. According to the findings of the research, the suggested model outperforms state-of-the-art false news detection algorithms in the adversarial multidomain multiclassification multimodal context. While investigating the underlying motives for spreading fake news in Malaysia during the COVID-19 outbreak, Balakrishnan et al. (2021) discovered that different motives drive different types of fake news sharing behaviour. The LAIR dataset is a collection of data derived from the publication "Wang (2017)." The LIAR dataset includes 12,836 short statements from POLITIFACT.COM that were manually categorized and depended on television advertisements, online news, Facebook postings, tweets, and other sources. Use of a word embedding to extract characteristics that discriminate relations between syntactic and semantic words will get the best results; that is, the relationship between two words that have the same meaning but differ in syntactic structure will yield the most accurate findings. The results demonstrated that the GRU approach achieved the highest accuracy (0.217), followed by the LSTM technique, which achieved an accuracy equal to (0.217). (0.2166). Finally, Vanilla achieves an accuracy level comparable to (0.215). Kim and colleagues (2021) presented a fake news diffusion dataset that was primarily used during the COVID-19 timeframe. According to Yuan et al. (2021), a
strategy for improving fake news identification by using domain-adversarial and graph-attention neural networks has been developed.

3. Methodology

Specifically, the research method used in this work is a step-by-step process that starts with building a multi-scale machine learning model, then data collection, then preprocessing, and finally prediction analysis (see Figure 1).

![Figure 1. The proposed Methodological Steps](source: author's own conception)

The first step after establishing the model involves dataset collection, Ara_News dataset was used for this current study. This is follows by the preprocessing, prediction analysis and then evaluation.

3.1. The Multi-Scale Machine Learning Model

The multi-scale machine learning model adopted for this study comprises of models such as the "Naive Bayes" method, the "Logistic Regression algorithm", and the "Random Forest" algorithm". They are all well-known machine learning algorithms.

According to Blancquero et al. (2021), Naive Bayes is a good machine learning classification technique that relies on a probabilistic model. It may be viewed as a decent classifier that applies the Bayes theorem for generating a decision rule, as demonstrated by its ability to use prior conditions sets. This has enabled it to achieve strong and tolerable independence among all of the variables set aside for classifications in the first place. The Nave Bayes approach for classification in multivariate
analysis has proven to be a tractable and efficient method for classification. The effectiveness of Naive Bayes classifiers in text classification issues is one of the reasons for their widespread adoption and also the justification for adopting it in this study. Another justification lies with the fact that it contributes to the provision of a precise supervised learning analysis, this is also supported by Singh et al. (2020) who have discovered an extended Naive Bayes algorithm that is suitable for the detection of fake news.

Logistic regression is a good machine learning algorithm, according to Maherolia et al. (2021), Logistic regression is another important machine learning classification algorithm used for predictions of the likelihood of a categorical dependent variable, where it will be either fake or not fake, according to Maherolia and colleagues. An example of how it can be used is to describe the relationship between a collection of categorical dependent variables and a set of independent variables (De Cock et al., 2021). The approach of logistic regression is essentially employed with dichotomous dependent variables; however, it can be expanded to situations involving outcome variables with three or more categories by using the technique. In a recent study, it was discovered that logistic regression optimised data associated with the heterogeneous situation at hand (Hosmer et al., 2013). The reason why this study adopted the use of Logistic Regression as a model-training technique is justified by the fact that it is a suitable approach for the task at hand. That is predicting Arabic fake news from some targeted data sources. The dataset is fitted into the algorithm for the purposes of training and testing. It is capable of predicting the likelihood of fake news in the news dataset that was used in the training model. Furthermore, Zhang et al. (2022) also revealed that logistic regression has an optimal regularisation term for identifying groups and picking relevant features in high dimensional data.

Random Forests is a great machine learning algorithm that falls under the supervised classification approach category of ensemble machine learning algorithm that works by constructing multiple decision trees on random samples of the dataset (Chen et al., 2021). Random Forests is one of the great machine learning algorithms that falls under the supervised classification approach category of ensemble machine learning algorithm that works by constructing multiple decision trees on random samples of the dataset. The reason for choosing this method is due to the fact that it makes use of the combination of results produced by a decision tree output, which allows for better confirmation of trained model (Bai et al., 2022 Another reason to use this technique is that it is part of a class of decision tree algorithms, and their expanded form for building trees, which takes into
account attributes that have been randomly chosen for each of their features, to produces series on optimized option.

Working with a variety of machine learning algorithms is essential, and it provides a strong explanation for this research's goal of developing a better prediction model. This is why every algorithm in this study makes use of multi-scales, resulting in an overall more accurate classifier.

3.2. The Dataset and Feature Extraction

The dataset used in this study was adopted from "The Ara News" dataset, which was made publicly available (Elmadany et al., 2020), and served as the basis for the dataset used in testing the proposed model of this research. It is intended for general Arabic disinformation and has been compiled from various publications covering a wide range of subjects in 15 Arabic countries, Great Britain, and the United States. It was created to be used for research purposes and is intended for general Arabic disinformation. Each sentence in the dataset is assigned a label, which can be either fake or not fake depending on the context of the utterance. Following validation, the dataset was classified as either "FAKE" or "NOT-FAKE," depending on the authenticity of the data for analysis.

The news that is considered fake has features that can be extracted and labelled in order to be trained by the machine learning multi-scale algorithm, which is used to detect fake news. Those characteristics that determine whether news is fake or not are derived from their primary purpose, which is the "intent," which was then characterised as the input text and made suitable for processing by the machine learning classifier by a machine learning classifier. The extracted features that will be used to train the classifier are defined in accordance with this attribute. Using the information from each news item, the researchers extracted features under the "Term Frequency (TF)" and "Inverse Document Frequency (IDF)" features. When used in conjunction with a dataset, TF-IDF is typically the representation of the descriptive statistic for the entire dataset, which indicates the frequencies of terms deemed to be fake and those that are not fake throughout the entire document. Based on this, a label was created to assign a value to each of the attributes that represent the presence or absence of fake or non-fake content. As a result, the widely used TF-IDF was used to develop the proposed concept for analysing the news dataset that was obtained. Even though the weight of terms or the frequency of occurrences can be used to assess how important a term is by descriptive statistics, this may not be the case for the prediction analysis, which is why the machine learning algorithm was implemented.
3.3. The Experimental Analysis

The experiment was carried out in Python because it has a large number of efficient packages that can deal with any type of data, including text. The machine learning was carried out with the help of the following libraries: Scikit-learn, Pandas, Numpy, Keras, and matplotlib.

Following the acquisition of the "Ara News dataset," pre-processing is carried out to ensure that the data is cleaned and suitable for use in the prediction model analysis. Pre-processing techniques such as text normalisation and stop words, as well as punctuation removal from the data are being used, and it has been observed that pre-processing the data results in better performance.

Following the reading of the dataset, the dataset is divided into two parts: training data and testing data. The TF-IDF method was used.

This data is gathered based on the results of the TF-IDF applied to Logistic Regression (LR), Naive Bayes, and Random Forest (RF) models to determine whether or not the news is fake. A classifier's prediction accuracy was calculated with the help of the metrics class from the Scikit-learn library, which was implemented in Python. The dataset which were partitioned into training data and testing data has been able to allow the study to determine the accuracy of the model. Similarly, when the testing data was passed to the classifier, it was examined to see what predictions were made. The predictions made by the classifier were compared.

4. Presentation of the Results and Discussion

The three different algorithms are selected for training in a similar environment based on their performance in previous training. Data has been cleaned and is ready for use. Many partitioned in a different ratio were analyzed with "Naive Bayes," "Logistics Regression," and "Random Forest" in each of the three cases. The results of the analysis were gathered in order to be able to evaluate the models more effectively. First, the train-test split procedure was carried out, and then all of the algorithms were executed one by one. When predictions are made on data that has not been used to train the model, the results indicate that an estimate of how well the Machine Learning algorithms (Naive Bayes, Logistics Regression, and Random Forest) performed is obtained. After that, the algorithms were run again to determine the most efficient method of performing the prediction; the results of this experiment allowed the researchers to evaluate the performance of the algorithms they had chosen for their predictive modelling problem.
At this point, different partitioning’s of the dataset were included in the analyses to determine whether the model was well-suited to the data set in question. This method allows for more partitioning of the train and test datasets than is possible with other methods.

Furthermore, another partitioning method that was used in this study was with a "Train dataset" that contained 70% of the data and a "Test dataset" and "Validation dataset" that contained 15% of the data each are reported (see Table 1). Based on this partitioning, the Naive Bayes model on the word level was tested using the TF IDF in the first experiment, and it was found to be accurate to within 84 percent. This was followed by the application of a Logistic Regression model to the same partitioning, with the results being superior to those obtained by Naive Bayers. This time, the performance has been slightly improved, with predictions of 85 percent on word-level vectors this time around. Finally, using the same partitioning, it was discovered that Random Forest performed significantly better, achieving an accuracy of 86 percent. This represents an improvement over the previous results that has been observed.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>0.844</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.859</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.866</td>
</tr>
</tbody>
</table>

Source: author’s own conception

Considering how well Random forest exceeds all other algorithms in terms of performance, it is reasonable to conclude that this algorithm is particularly effective for predicting Arabic fake news. Consider the fact that the random forest strategy is advantageous when dealing with predictions among datasets that are obviously well specified and well organised as a rationale for this. Furthermore, it is an ensemble learning technique, in which multiple separate decision trees are utilised to generate a huge number of decisions during training, and which results in a class that is within the mean forecast of all the individual variables, among other things. Random Forest, which was determined to be adaptive, has become a popular choice for solving challenges involving prediction and categorization because of its versatility. Random Forest’s superior performance in dealing with the prediction of fake news was recognized by the researchers in this study, which was supported by the data.
5. Conclusions

A significant issue in the Arab world is the proliferation of fake news and the fabrication of stories about them. Due to the rapid advancement of technology and communication systems, individuals can distribute information without verifying it first. Detecting false news has become critical, which is why researcher began looking for a realistic answer to the rapid spread of fake news and other forms of misinformation. The purpose of this article is to examine the features of Arabic fake news and determine the model for predicting the spread of fake news using machine learning. The machine learning approach utilised was extremely accurate. Additionally, the paper demonstrates how machine learning uses multi-scale algorithms for the prediction of the spread of Arabic fake news. Classifiers of three types were used: logistic regression, naive bayes, and random forest. In the experimental analysis, a Random Forest was utilized, and it produced the best results with an accuracy of 86 percent. Both Logistic Regression and Naive Bayes performed admirably. Logistic Regression, on the other hand, outperformed Naive Bayes in forecasting the spread of fake news. While these findings are significant for predicting fake news, future research can take a different approach. To be more specific, this study recommends that in the future, feature extraction approaches be used with deep learning algorithms to achieve the greatest outcomes.
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